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1.0  Purpose

The purpose of this document is to identify the “to be satisfied” or “minimum” baseline requirement of a basis market survey for the Rough Order of Magnitude (ROM) cost estimate.  The document purpose is not to select a product vender nor to develop the system design plan that will be implemented.

2.0  Scope

The scope of the overall project will be to provide an optical transport system able to provide transport of the required sub-interfaces.  Whereas the scope of this document is to conduct a market survey in support of the overall project.  All other equipment will be Government provided and not part of this market survey.

3.0  Baseline REQUIREMENTS

3.1  Optical Transport Equipment Capacity

The Optical Transport Equipment (OTE) shall be capable of providing 32 optically protected, full duplex Dense Wavelength Division Multiplex (DWDM) optical channels between each node in a fiber optic ring.  For each direction on the ring, the incoming 32 optical channels shall occupy a single fiber and the outgoing 32 optical channels shall occupy a second single fiber.  The OTE shall be capable of dropping and adding any or all of the 32 optical channels and passing through the remaining optical channels.  The DWDM optical channels shall conform to the DWDM frequency grid defined in ITU-T G.694-1.  

3.2  Link Distance Requirements

The OTE shall operate on the government specified fiber link for a distance of 100 km between OTE nodes without the need for mid-span signal amplification or compensation between the nodes.  The OTE shall operate on the government specified fiber link for a distance of 400 km before 2R or 3R regeneration is required.  The fiber will be government furnished and installed 1550 nm single mode fiber (SMF) and consist of non-zero dispersion shifted fiber (NZDSF) that meets ITU-T G.655.B.

3.3  Optical Channel Protection

All 32 of the DWDM optical working channels shall be capable of being protected using optical protection.  The type of optical protection and whether the working channel can be spatially reused in the ring shall be identified.

3.3.1  Protection Fiber Requirements
The optical protection shall be either two fiber with the protection channels occupying the same fibers as the working channels or four fiber with the protection channels occupying different fibers than the working channels.

3.3.2  Protection Channel Granularity
Each of the optical channels shall be individually protected, so that any of the remaining optical channels shall be capable of being operated without optical protection.  The optical protection switching shall be performed, as required, on an individual optical channel basis without the need to perform optical protection switching on the other protected optical channels.

3.3.3  Protection Switching Requirements
The optical protection switching shall be automatic without the need for operator or manual intervention.  Optical protection switching shall be based, as a minimum, upon loss of signal (LOS) and upon performance monitoring at each individual optical channel.  The OTE shall detect any condition requiring optical protection switching within 10 ms and shall perform the protection switch and restore the traffic within an additional 50 ms. 

3.4  Optical Transport Equipment Redundancy

The OTE shall be equipped with redundant WDM modules such that there is no single point of failure for the optically protected channels except for the tributary interface modules.

3.5  Tributary Interface Requirements

The OTE shall be able to provide the following three functional tributary interfaces.  Each tributary interface shall be optically multiplexed into a separate optical channel.  All 32 of the optical channels shall be capable of supporting any of the three functional tributary interfaces.

· SONET framed interface at the rates of OC-3, OC-12, and OC-48 per the ANSI T1.105, T1.105.03, T1.105.06, and T1.105.09 standard.

· Full duplex Gigabit Ethernet per the IEEE 802.3z standard.

· 10 Gigabit Ethernet per the IEEE 802.3ae standard.  If both WAN and LAN physical interfaces are available, both options shall be identified.

3.6  Management Capability

The OTE element management system (EMS) shall provide a standards based management protocol interface (i.e. GMPLS, SNMP, TL-1, CORBA) so that it can be managed from one (or more) central location(s) using a standards based network management system (NMS).  When optical channels are added to or dropped from the system, the EMS shall automatically monitor and adjust all optical amplifiers an attenuators such that no operator intervention is required.

4.0  Configuration to be provided ROM costing  

Provide a ROM cost estimate for equipment that complies with the above requirements and that are required to be configured into four separate rings as shown in Figure 1.  Sites 5, 6, 7, 9, 10, 14, 15, and 16 shall coexist on two rings.  These sites can be one integrated node or two separate nodes, one on each ring, with manual FO patching between nodes.  Table 1 shows the fiber optic cable distance between the nodes.  In addition, provide the information to satisfy Appendix A.

4.1  Baseline Node Configuration

Each node shall be equipped to be capable of adding/dropping a minimum of ten optical channels in each direction on the ring.  Each node shall be equipped so that all optical channels not currently added/dropped shall be passed through the ring.  Figure 2 shows a typical site interface.
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Figure 1

	Backbone Node Link Distances

	Site Number
	Site Number
	Distance (km)

	 1
	 2
	132

	 2
	 3
	  66

	 3
	 4
	  20

	 4
	 7
	421

	 7
	 6
	  49

	 6
	 5
	165

	 5
	 1
	290

	 7
	 8
	  35

	 8
	10
	  74

	10
	 9
	  50

	 9
	 5
	  47

	10
	11
	  27

	11
	12
	130

	12
	16
	191

	16
	15
	  91

	15
	14
	  21


	14
	13
	140

	13
	 9
	  64

	16
	19
	145

	19
	18
	106

	18
	17
	  71

	17
	14
	  42


Table 1
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Figure 2

4.2  SONET Tributary Interface Requirements

Each node shall be equipped with SONET OC-48 interfaces to provide a point-to-point OC-48 link on an unprotected optical channel to each adjacent node on the ring as in figure 3.  These optically unprotected point-to-point links will be used to connect government furnished SONET add/drop multiplexers in a SONET protected BLSR.  If there are OTE interfaces capable of providing SONET protected BLSR add/drop multiplexer functionality, the cost should be furnished as a separate line in the ROM.
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Figure 3

4.3  Gigabit Ethernet Tributary Interface Requirements

Each node shall be equipped with Gigabit Ethernet interfaces to provide the required optically protected and unprotected Gigabit Ethernet interconnections.  Figure 4 and table 2 identifies the required optically protected Gigabit Ethernet interconnections.  If redundant tributary interfaces can be provided (either 1+1 or 1:1 protection), the cost should be furnished as a separate line in the ROM.  Note that two interconnections span two rings and one interconnection spans all four rings.  If redundant connections can be provided between the rings, the cost should be furnished as a separate line in the ROM.  Figure 5 and table 3 identifies the required unprotected Gigabit Ethernet interconnections.  Table 4 lists the total number of interconnections per node per ring. 
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Figure 4

	Optically Protected Gigabit Ethernet Interconnection

	Site Number
	Site Number
	Ring Number

	4
	19
	1, 2, 3, 4

	7
	1
	1

	7
	2
	1

	7
	3
	1

	7
	4
	1

	7
	4
	1

	7
	5
	1

	5
	16
	2, 3

	10
	5
	2

	10
	6
	2

	10
	7
	2

	10
	7
	2

	10
	8
	2

	10
	9
	2

	9
	14
	3

	10
	11
	3

	10
	12
	3

	10
	13
	3

	10
	15
	3

	10
	16
	3

	10
	19
	3, 4

	14
	16
	4

	14
	17
	4

	14
	18
	4

	14
	19
	4


Table 2
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Figure 5

	Unprotected Gigabit Ethernet Interconnection

	Site Number
	Site Number
	Ring Number

	5
	1
	1

	5
	2
	1

	5
	3
	1

	5
	4
	1

	9
	5
	2

	9
	6
	2

	9
	7
	2

	9
	8
	2

	9
	11
	3

	9
	12
	3

	9
	13
	3

	9
	16
	3

	16
	15
	4

	16
	17
	4

	16
	18
	4

	16
	19
	4


Table 3

	Total Number of Tributary Interfaces Per Site

	Site Number
	Protected GigE
	Unprotect GigE
	SONET
	Ring Number

	1
	1
	1
	2
	1

	2
	1
	1
	2
	1

	3
	1
	1
	2
	1

	4
	3
	1
	2
	1

	5
	1
	4
	2
	1

	5
	2
	1
	2
	2

	6
	0
	0
	2
	1

	6
	1
	1
	2
	2

	7
	6
	0
	2
	1

	7
	2
	1
	2
	2

	8
	1
	1
	2
	2

	9
	1
	4
	2
	2

	9
	1
	4
	2
	3

	10
	6
	0
	2
	2

	10
	6
	0
	2
	3

	11
	1
	1
	2
	3

	12
	1
	1
	2
	3

	13
	1
	1
	2
	3

	14
	1
	0
	2
	3

	14
	4
	0
	2
	4

	15
	1
	0
	2
	3

	15
	0
	1
	2
	4

	16
	2
	1
	2
	3

	16
	1
	4
	2
	4

	17
	1
	1
	2
	3

	18
	1
	1
	2
	4

	19
	1
	1
	2
	4


Table 4

4.4  10 Gigabit Ethernet Tributary Interface Requirements

There currently is no requirement for 10 Gigabit Ethernet interconnects.  Each node shall be equipped to be capable of supporting 10 Gigabit service by the addition of the proper interface modules and without the need to upgrade or add additional amplifiers and dispersion compensators in the nodes or add additional regenerator locations.

5.0  CONCLUSION

This market survey document provides the requirements for a four ring DWDM optical transport system to develop a rough order of magnitude cost estimate.  Any aspect of the proposed OTE that does not fully meet the baseline and configuration requirements should be identified and alternate solutions provided.  Additional information to be provided is in Appendix A.

Appendix A:  AddiTIONAL INFORMATION

A.1 The total number of optical channels supported per fiber link for both protected and unprotected channels and the maximum total combined transmission rate supported.  Only count an optical channel once, even if it can be spatially reused on another fiber link.

A.2 The types of optical channel protection provided and whether the optical channel can be spatially reused on another fiber link.  The number of fibers required for the type of optical channel protection identified (i.e. two fiber or four fiber).  The criteria used to determine optical protection switching (i.e. LOS, LOF, BER, and block error ratio). 

A.3 The maximum distance between amplifiers and dispersion compensators for ITU-T G.652.C, G.653, and G.655.B type fibers.  The maximum distance between regenerators for each type of fiber.  The type of regeneration used (i.e. 2R or 3R).  Assume the maximum total combined transmission rate.

A.4 The maximum number of nodes supported and the maximum total ring distance for a protected ring. 
A.5 Whether the system is a banded or an unbanded system.  The practical number of optical channels that can be added/dropped at one node on a ring.  If a banded system, the channel drop granularity supported. 

A.6 The type of user interfaces that are supported and the format used to transport the user circuit over DWDM (i.e. virtual concatenated SONET, ITU-T G.709, or proprietary format). 

A.7 Element management system (EMS) capabilities with respect to auto-discovery, service provisioning/commissioning, fault isolation/identification, and performance management.  Whether the performance statistics are available per optical channel or per fiber link.  The type of service channel used by the EMS (i.e. SONET overhead, ITU-T G.709 overhead, or optical service channel). 

A.8 The standard based protocols supported to interface a network management system (NMS). 

A.9 The additional scope of work and man hours required for the EMS and a typical NMS to operate and maintain each of the four DWDM rings in figure 1. 

A.10 The protocols and methods provided to securely manage the network from a remote location and any know security vulnerabilities. 

A.11 The “Carrier Class” system characteristics with respect to availability, mean time to failure, mean time to repair, hot card swappable, residual bit error rate, and Network Equipment Building Systems (NEBS) level 3 compliance. 

A.12 The equipment characteristics with respect to physical dimensions, environmental requirements, and power requirements. 

A.13 Whether the system has been evaluated by a Government organization or an independent laboratory and if the results can be provided.

A.14 Any unique capabilities that the system supports.
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